# **Interpretability of Math produced Visualizations in Biology**

Summary of “The How and Why of Interpretability in the Biological Sciences — Lior Pachter”

Link: <https://www.youtube.com/watch?v=zg6vBHYMoKo>

This is a research paper explanation of the speaker in the above linked video. The speaker begins his lecture proving the below for a circle in a plane:
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where L=Perimeter & Pi=Circumference/Diameter

![](data:image/gif;base64,R0lGODlhgQAVALMAAP///wAAANzc3DIyMhAQEGZmZoiIiKqqqu7u7szMzHZ2dkRERLq6uiIiIpiYmFRUVCH5BAEAAAAALAAAAACBABUAAAT+EMhJqz1OFcu7/2B4ZZtonp1gSI+CvjCqsm5sf8kgOcvdISsfJzjJ7XqcktCmqC0nj6cFoaw0OQKn9IRoILYAA4Ni0CwOQszUy1EILAktmPJIzHUTtwQRcAjxdHYcSBUNVXMSBnZvUmoTDYIABQ1CCmgTigCMFAlEEw4Ph3MMY2FbC5sABH4SCgFCDFESpIkWBakACQkFoikDAcDBBLMKDFkOYwLBAXI+wx4LeAK/ywHPDMXHpRLPysHNhJ+SStPV1hK3pgdfEwcCDS4KsiEFD/b3+M0SlCkBgukr1lFwBw+APAqvQjBgJW7cBIAABEoQJACNlnUMCHwxhmjCNA/gA1hRtDgQQcaNqTSGeMBu4r8SIw22+VLli4aOcABZYZiHJgWbvQCwATFvx8NDCnxaQBJOwoBLOCd04eCA5wSmFp52ePbhAFQADgo0UdBggIJIWCscqJFQaoCWJ+rhm6tPlQUGUBmuldB2z9utKz8sqLIXQF+npfwN1BnVKdxdpPAqGZA4UkTGHptOKbq0CmW+lqdKWLAtjKfGYb4SqFZCNADSZE5/smoBWYc4BAjocQ0btQ0BnOcsgDvIt/FBxLcAByEg6PHGzXEWSF4h0/PrAPAicmC5g2bsvnE9EY9lSwQAOw==)

But if we widen our horizon for all the shapes in a 2D plane,
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Isoperimetric Inequality

And if we keep the perimeter fixed, the circle will have greatest area among all the closed shapes.

Another version of writing the Isoperimetric Inequality is the Isodiametric Inequality which is:
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Isodiametric Inequality | where D=Diameter

Autoencoder is the combination of Encoder and Decoder. Encoder reduces the data points to a smaller dimension and Decoder gets back the data points(almost same as before) to the same size as before. But these Autoencoder are not Interpretable because usually the Neural Networks are not Interpretable because it contains non-linear functions. If you replace all the non-linear functions with the linear functions, then it can be interpretable; this is nothing but a PCA. So instead of using this PCA, I will keep the Encoder non-linear and change decoder with linear function. By doing this, accuracy is hampered a bit but the interpretability is enhanced drastically. Another drawback of PCA is that we cannot interpret the direction of the data points in the space, but we can do it with this method of Encoder + linear function.

From the Isodiametric Inequality, it is proved that, when you bring the data points from higher dimension to lower dimension, you will have some sort of distortion in terms of distance between the data points as per the Corollary mentioned below:

“Let’s say you have n points(where n≥3) in the 2D space, if d is the minimum distance among all the pairs of points and if D is the maximum distance between all the pairs of points(ie diameter of the circular region formed among the points) in the space; then the ratio of D and d is given by:”

![](data:image/gif;base64,R0lGODlhsQATALMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVO7u7hAQEKqqqpiYmNzc3IiIiDIyMrq6uiH5BAEAAAAALAAAAACxABMAAAT+EMhJq5Xk6s27/0hThV9pSmKXcaklDAEhCERhbIxwGUXAnMCg5mAhCo+jlSbXQSgrBaMEkVBoBL/LI2FBIJDg6XfSeFTK4VKDVrBOFIsNlsx2S+CXQJyi4F4KGw1SEwwHB1lpQAUtAA4WjokdcwAIehSQfxOTlXsSmBMGPhUMATcVBoxQnaM1ZpElpW+rAHivGwOmAAQDFAJ2FKgTuBO7vb8AC34Ulce6iBaiGwgCbbYcBsoABc/a3NYTCZ0CARQPg8SI4ZrkE+YVB4CjAc3xFA0NCn1qDrMWC/8LEN0LuOKBgAc5Fpgx6MCBgD3ZJERU0GABgn8Hcr0q8AlARAn+9SxwrBAxQSpa0drNKrDH0IkFA5rd2fMQpBt4dxgM0CFACksKvCoElcDgAbY9CkImIqURALty/YjGovAUANMiHw+MkbCg3oGTGx4UILC1ggAHN8Y0qLeIFoItXxBOSMmgY10+yIYKssbPQoKyALRq6Ety64Kqc/udUyexqQYFDgGPglFFop1YX2hY2AKso4GOunRI+KqlgOnTqKNKqGlhAOBzmqK6noDTLOh8FEhlCeVhgQOwS8ZZjcZ7goNmPZcNnbJcoiun3pD80zBR5vQL2XaeSuDtXHEAawE8X0ZN5oXj4AB8b4CpkuS+CNx8jEjqjaPxSB7YmRURtvj9JBHdEsB4kHmDAGx+IOAQMpsVgF8HUjwgAhVEJSAaLaABMEwLDgDWIQW+EaODaicYQMADKCrwBAMhHWiBiSjqt2I8Z8UwAwEHqKbQZgTkY6JFiaRYCy09KjAgGWBRpIBAx+BjTycG+CJZEAkEYKWVT1zH1YNVXhkDiCRyoNQ3J9QnRCGj+EemmGWN6UEBU3bAwBNrmhDiEXBCEWedaeZGpwdoBtGAYyaIhdqh5nFwwJ8mzMkKnx6QZQ+hHEgahJuQBhcAekfoV4GnmV6wQFOYbjDqEdGFWqc3qWbKKhDPRAAAOw==)

Results of UMAP showed that the points which are close/far to each other in the 2D space may not be close/far in its real dimension(on the higher dimension), that means there are lot of information which is getting demolished. Therefore, it is hard to interpret the data through Visualization, but Visualization is not the only way for interpretability. Just by normalizing the data points in different ways, we get different interpretation of the data points in 2D space. So it is difficult to get interpretability from points in the 20,000 dimension transformed to 2D space.

Especially in biology, the data points are of high dimension; it is possible to get some sort of information from a single feature but clustering or segmenting specific group among the data points is really difficult because of the high dimension and the problems with interpretability when we reduce the points in high dimension to low dimension.

Since we have issues with interpretability for the data points in the high dimension, we try to use the models which are domain specific as mentioned the lecture like Stochastic Differential Equation Models. In this paper, the speaker studies these models to understand what kind of data these models would take to distinguish each feature in the dataset from one another.

So this is how we can build neural networks not just for prediction but for interpretability when we have high dimensional data.